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Abstract: Sugar is a strategic commodity, because it is one of the basic needs consumed by the community. The 

decline in sugar production causes turmoil both economically and politically. So companies must be able to balance 

sugar production in accordance with market demand. Because, if the sugar production exceeds market demand, it will 

cause accumulation and expenditure costs that exceed the limit. Conversely, if the sugar production is too little, then 

the company is unable to meet demand. This study was comparing the Single Exponential Smoothing method and the 

Backpropagation method in predicting the amount of sugar production. The data used was based on production in 

2013-2017, with predictions every month starting in the fifth month. The alpha parameter in Single Exponential 

Smoothing was 0.84, while in Backpropagation used 5 input nodes and 5 hidden layer nodes. From the results of tests 

that have been carried out, it can be seen that the Backpropagation method produces the smallest MSE and MAPE, 

amounting to 57187817.49 and MAPE of 1.012% compared to the Single Exponential Smoothing method with MSE 

of 83602989.43 and MAPE of 1.46%. 

Keywords: sugar; predictions; simple exponential smoothing; backpropagation. 
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1. INTRODUCTION 

Sugar is a simple carbohydrate that dissolves in water so that it is easily absorbed by the body and 

converts it into energy. Sugar cane is the basic ingredient for making sugar because of its low 

production costs [1][2]. In the Indonesian economy, sugar is a strategic commodity, because it is 

one of the basic needs consumed by the community. The decline in sugar industry production from 

year to year results in a gap between national sugar production and consumption [3]. These changes 

can invite various shocks in society both economically and politically, to reduce this it becomes 

the responsibility of the government. 

The problem faced is the number of goods produced everyday, so companies need to consider 

financial planning to the fullest. Sugar production must be able to adjust to market demand, 

because if the amount of sugar production is too much it will cause accumulation; but if the amount 

of sugar production is too little it can cause the market demand is not fulfilled, causing the company 

to lose the opportunity for profit. Therefore, companies need to have a system that can predict the 

amount of goods to be produced in the next period. 

Forecasting is an attempt to predict the situation in the future through testing the situation in the 

past [4][5][6]. Sales forecasting means determining the estimated volume of sales, even 

determining the potential for sales and the extent of the market being controlled in the future. Time 

series is a series of data collected in the order of time with the same interval. The time series 

method that is often used in forecasting is the Autoregressive Integrated Moving Average 

(ARIMA) method, the Exponential Smoothing and Backpropagation methods. Research on 

sugarcane production forecasting in Bangladesh has been carried out using the Auto-Regressive 

Integrated Moving Average (ARIMA) model which can be used to forecast sugarcane production 

in Bangladesh [2]. This study considers secondary data from the 1971 to 2013 period published 

from annual sugarcane production in Bangladesh. This study statistically says that this method is 

quite satisfying in making predictions compared to the AIC and BIC models. But this method in 

an addition to requiring large amounts of data, and the process also requires a lot of time and 

resources. 
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Exponential Smoothing is a technique that can provide accuracy in short-term forecasts and 

adjustments quickly and at a low cost. This method is widely used because it is simple and easy to 

be used with results that are not inferior when they are compared to the more complex forecasting 

models [7]. By using constants to assign weights to the current request and previous estimates 

arrive at a new estimate, it will affect the forecasting results [8]. 

The Single Exponential Smoothing method is a procedure that randomly continuously corrects 

predictions by averaging the past value of a time series data by decreasing (exponential). Research 

on bidding strategies for wind power producers using the Holt-Winters Exponential smoothing 

model is optimally designed [7]. This is done to calculate how likely the profit from the market 

price is based on the seasonal nature of the real time price. The results of this study were to find 

out the superiority of the proposed approach over a number of general benchmarks which were 

demonstrated through empirical investigations for Nord Pool over three years during 2008-2011. 

In artificial intelligence, artificial neural networks are one method of determining hidden patterns 

[4] [9]. One method of this artificial neural network is Backpropagation, which is a learning 

algorithm to reduce the error rate by adjusting its weight based on the desired output and target 

differences. Stock price predictions use backpropagation with training data and testing data [9] can 

reduce the level of an error with their weights which have been adjusted based on differences in 

output and or expected targets. 

The purpose of this study is to obtain optimal forecasting results in sugar production using the 

Backpropagation method and exponential smoothing which looks for the smallest MSE and MAPE 

values. 

 

2. PRELIMINARIES 

This chapter presents data collection, prediction understanding, Single Exponential Smoothing and 

Backpropagation.  

2.1 Data Collection 

The data used were data from the results of sugar production at Candi Baru sugar factory in 2013 
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- 2017. Data production was obtained from May to December each year, due to sugar production 

at Candi Baru sugar factory only starts in May.  

2.2 Forecast 

Forecasting is an activity of a business function that estimates the sale and use of the product so 

that the products can be made in the right quantity [10]. Forecasting is a prediction of an upcoming 

request based on several forecasters variables, so based on historical time series data. Forecasting 

uses forecasting techniques that are formal or informal [11]. 

There are two general approaches used in forecasting, namely qualitative forecasting and 

quantitative forecasting [12]. Quantitative methods can only be applied if information about past 

data is available, information can be quantized through numerical forms, and assumptions that 

apply to certain aspects of past patterns will continue. The types of quantitative forecasting are 

divided into two, namely time series and causal methods [13]. 

Time series forecasting is an estimate of the future made based on past values of variables and / or 

past errors. The causal method assumes that the predicted factor realizes a causal relationship with 

one or more independent variables. The aim is to find the shape of the relationship and use it to 

predict future values of the dependent variable [9]. 

2.3 Single Exponential Smoothing 

Exponential Smoothing is a technique that can provide accuracy in short-term forecasts, and 

adjustments can be made quickly and at a low cost. This method is widely used because it is simple 

and easy to use with results that are not inferior when it is compared to the more complex 

forecasting models [14]. 

F(t+1) = α Dt + (1-α) Ft               (1) 

F(t+1) is the forecast price for the t + 1 period, while α is the smoothing coefficient The actual data 

for the t period is denoted by Dt and Ft for the forecast results in the t period. 

2.4 Backpropagation 

Backpropagation is a learning algorithm to reduce the error rate by adjusting the weight based on 

differences in output and desired targets.[13] Backpropagation is also a systematic method for 
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training multilayer Artificial Neural Networks (ANN) [5][12]. Backpropagation is said to be a 

multilayer training algorithm because Backpropagation has three layers in its training process, 

namely the input layer, hidden layer and output layer, where backpropagation is a development of 

a single layer network that has two layers, namely the input layer and the output layer [16]. The 

hidden layer on backpropagation can cause the magnitude of the error rate on backpropagation to 

be smaller than the error rate on a single layer network. That is because the hidden layer on the 

backpropagation functions as a place to update and adjust the weights, so we get a new weight 

value that can be directed close to the desired output target. 

 

2.5 Accuracy 

2.5.1 Mean Square Error (MSE) 

Mean Square Error (MSE) is another method for evaluating forecasting methods. MSE is 

calculated by summing the square of all forecast errors in each period and dividing it by the forecast 

period [14]. 

Consideration of the receipt of a forecasting method is through the following criteria [17]: 

 MSE = ∑
(𝑫𝒕−𝑭𝒕)

𝟐

𝒏
          (2) 

MSE is the mean of square error, while the actual data is in period t. To show the forecast result 

for period t and the last one is variable n which shows the number of periods. 

2.5.2 Mean Absolute Percentage Error (MAPE) 

Mean Absolute Percentage Error (MAPE) is a way to measure an accuracy of a forecasting method 

using absolute errors in each period and the absolute percentage as for the formula as follows: 

MAPE = 
𝟏

𝒏
∑ |(

𝑫𝒕−𝑭𝒕

𝑫𝒕
) |

𝒏

𝒏=𝟏
 x 100%       (3) 

Similar to calculating MSE on MAPE, there is also a variable that shows the actual data for each 

forecasting period and which is the forecast result for period t and n is the number of forecasting 

involved. 
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3. MAIN RESULTS 

This chapter explains several test scenarios in making predictions using single exponential 

smoothing and backpropagation. The Exponential Smoothing Method produced the best α (alpha) 

value, the smallest MSE and forecast results. Whereas in the Backpropagation method by 

predicting the number of monthly production used an architecture where there was an input layer, 

hiden layer and output layer. Input nodes and hiden nodes of 5 made results in the forecasting and 

the smallest MSE value. 

 

3.1 System Flow and Single Exponential Smoothing test scenario 

This section discusses a description of the flow system for forecasting production using the Single 

Exponential Smoothing method shown in Figure 1. The figure explains the flow of the system 

being built. The process of prediction of the amount of sugar production using the single 

Exponential Smoothing method begins with inputting production data and the number of 

production sales, then determine the number of future periods to be predicted.  

Then the stages of the Single Exponential Smoothing method are calculated. After the calculation 

process has reached a maximum iteration, the next process is to find the best α value and calculate 

the accuracy value to see how accurate the prediction results obtained with MSE and MAPE. The 

Scenario of Single Exponential Smoothing Trial and the result in this study as shown in Table 1 

and Table 2. 

 

Table 1. Scenario of Single Exponential Smoothing Trial 

  

No Change in Iteration 

1 10 

2 50 

3 100 

4 500 

5 1000 

6 10000 
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Figure 1. Single Exponential Smoothing Flowchart 

 

 

Table 2. Single Exponential Smoothing Trial Results 

 

No 
Best 

Alpha 
Iteration MSE 

Time 

(Seconds) 

1 0,86 10 3.677.185,65 0,172 

2 0,84 50 3.675.816,37 0,119 

3 0,84 100 3.675.756,39 0,013 

4 0,84 500 3.675.756,38 0,027 

5 0,84 1000 3.675.756,38 0,032 

6 0,84 10000 3.675.756,37 0,703 

 

From the Single Exponential Smoothing test, the smallest MSE is 3,675,756.37 for 10, 50, 100, 

500, 1000 and 10000 iterations. However, because the MSE value has the lowest number of 

iterations, the Max Iteration which has the biggest iteration is the iteration. 10000 The greater the 

Insert data 

Single Exponential Smoothing 

MSE 

Iterasi < 

max 

Prediction Results 

End 

Start 

No 

Yes 
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iteration used, the results will remain. 

 

3.2 System Flow and Backpropagation test scenario 

The previous section discussed the flow of Single Exponential Smoothing, this time it discusses 

the picture of the system flow for forecasting production using the Backpropagation method shown 

in Figure 2. The prediction of the amount of sugar production using the single Backpropagation 

method began with inputting production data and the amount of production sales. The data was 

normalized to be inputted into an input node that can only accept values from 0 – 1. The number 

of input nodes used was as much as 5 things because sugar production has only begun since the 

fifth month. Similarly, the number of hidden layer nodes was as much as the number of inputs. 

After initializing the weights, the feedforward process was carried out, then afterward the 

backward process was carried out. 

The counting process stopped when it reached its max error value or max epoch. If one of the 

conditions had been met, the system would store the best weight that has been obtained. But if the 

conditions did not meet then the process returns to the Feedforward stage until the conditions met 

and stopped. The best weight were processed in the testing process, after that it was denormalized 

until the end of the process that produced an error value with MSE and MAPE. 

Table 3. Backpropagation Trial Scenarios 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

No Changes to 

Parameter 

Description 

1 Learning Rate (α) Changes in learning rate (alpha) 

consist of 0,1, 0,2, 0,3, 0,4, 0,5, 0,6, 

0,7, 0,8,0,9 

2 Max Epoch Max epoch changes consist of 10, 

50, 100, 500, 1000 and 10000 

3 Max Error Max error changes consist of 0,1, 

0,01 and 0,001 

4 K-Fold Cross 

Validation 

2, 3, 4, and 5 fold 
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Test scenario used Backpropagation. How it worked by changing parameters and also changing 

the distribution of training data and testing data. In the implementation of this system trial, it 

consisted of several parameter changes including learning rate, max epoch, max error, training 

data sharing and data testing. The trial scenario was carried out by calculating the average MSE of 

5 predetermined scenarios. The details of the parameter change scenario can be seen in Table 3. 

 

3.2.1 Learning Rate 

The first test is to change the value of the learning rate with a predetermined value of 0.1 - 0.9. 

This learning rate test aims to get the optimal amount of learning rate towards the MSE value from 

training and testing. The results of testing the learning rate parameters with max epoch 10, max 

error 0.1 and Fold 2 are shown in Table 4. 

From testing on the value of learning rate that has been done, the optimum value is shown at the 

learning rate of 0.9 with an MSE value of 1.52 with an estimated time of 0.029. Then the learning 

rate of 0.9 is the best in this test. The results of the learning rate test in Table 4 obtained a value of 

0.9 with an MSE value of 1.52 and the learning rate was made for further testing. 

 

Table 4.  Learning rate 

 

No 
Learning 

Rate 
MSE 

Time 

(seconds) 
Iteration  

1 0,1 1,65 0,007000   10 

2 0,2 1,64 0,009000   10 

3 0,3 1,66 0,008000   10 

4 0,4 1,65 0,010001   10 

5 0,5 1,66 0,008000   10 

6 0,6 1,53 0,009001   10 

7 0,7 1,55 0,007001   10 

8 0,8 1,58 0,007000   10 

9 0,9 1,52 0,006000   10 
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Figure 2. Backpropagation flowchart 

3.2.2 Max Epoch 

Testing the number of max epoch is aimed to determine whether before max epoch the MSE value 

has exceeded the limit or stopped at the max epoch that has been determined. The number of max 

epoch used was 10, 50, 100, 500, 1000 and 10000. The results of the learning rate test in Table 4 

obtained a value of 0.9 with an MSE value of 1.5239 and the learning rate was used for further 

testing. The results of testing the number of mac epoch with a learning rate of 0.9, max error of 

0.1 and 2 Fold are shown in Table 5 below.  

Prediction 

Results 

Insert data 

Normalization 

Random Weight 
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Table 5. Max Epoch 

 

No 
Max 

Epoch 
MSE 

Time 

(seconds) 
Iteration  

1 10 1,10 0,008001   10 

2 50 1,56 0,010000   50 

3 100 1,57 0,007001   100 

4 500 1,44 0,008001   500 

5 1000 1,26 0,008001   1000 

6 10000 0,98 0,008000   10000 

 

From the results of trials, it has been carried out, seen, and concluded that the best accuracy was 

obtained. Testing the number of max epoch was aimed to determine whether before max epoch 

the MSE value has exceeded the limit or stopped at the specified max epoch. The number of max 

epochs used is 10, 50, 100, 500, 1000 and 10000. The max epoch test results shown in Table 5 are 

the optimal number of max epochs with the smallest MSE value at the time of the max epoch 50 

number because the MSE value is 0.98 with time an estimate of 0.008. So that subsequent testing 

uses a learning rate of 0.9 and max epoch 10000 which has been tested previously. 

3.2.3 Max Error 

Testing the max error was aimed to limit the error value in order to get the optimal error value. 

Max errors used were 0.1, 0.01 and 0.001. The results of testing the number of max errors with a 

learning rate of 0.9, epoch 1000 and 2 fold are shown in Table 6 below. 

Table 6. Max Error 

No 
Max 

Error 
MSE 

Time 

(seconds) 
Iteration  

1 0,1 1,68 0,008001   10000 

2 0,01 1,56 0,009000   10000 

3 0,001 1,47 0,007001   10000 

 

The max error test results shown in Table 6 are the optimal number of max errors with the smallest 

MSE value when the max error number is 0.001 because the MSE value is 1.4728 with an 

estimated time of 0.007001. So that, subsequent testing uses a learning rate of 0.9, max epoch 

10000 and max error of 0.001 which has been tested previously. 
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3.2.4 K-fold 

K-fold is one of the popular Cross Validation methods by folding K as much data and repeating 

(iterating) the experiment as much as K as well where data is separated into two subsets namely 

learning process data and testing data. In this study, a 5 fold trial scenario is shown in Table 7 – 10.   

 

Table 7. Distribution of Training Data and Data Testing using 2 Fold 

No Train Test MSE Time (seconds) Iteration 

1 K2 K1 1,61 0,007000 10000 

2 K1 K2 3,33 0,007001 10000 

Average MSE     2,4733 

 

Table 8. Distribution of Training Data and Data Testing using 3 Fold 

No Train Test MSE Time (seconds) Iteration 

1 K2, K3 K1 1,14 0,008000 10000 

2 K1, K3 K2 1,79 0,007001 10000 

3 K1, K2 K3 2,26 0,008000 10000 

Average MSE 1,7312 

 

Table 9. Distribution of Training Data and Data Testing using 4 Fold 

No Train Test MSE Time (seconds) Iteration 

1 K2, K3, K4 K1 0,66 0,007000 10000 

2 K1, K3, K4 K2 0,76 0,009000 10000 

3 K1, K2, K4 K3 1,24 0,008001 10000 

4 K1, K2, K3 K4 1,79 0,008000 10000 

Average MSE 1,112825 

Table 10. Distribution of Training Data and Data Testing using 5 Fold 

No Train Test MSE Time (seconds) Iteration 

1 K2, K3, K4, K5 K1 0,77 0,009001 10000 

2 K1, K3, K4, K5 K2 0,66 0,011000 10000 

3 K1, K2, K4, K5 K3 0,78 0,008001 10000 

4 K1, K2, K3, K5 K4 0,86 0,007001 10000 

5 K1, K2, K3, K4 K5 1,61 0,008000 10000 

Average MSE 0,93646 
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From all the scenarios that have been tested, the following is the smallest MSE results Table 11 

from the parameter arrangement of each scenario: 

 

Table 11. Overall MSE results 

No 
Number of K-

Fold 
Average MSE Stop Iteration 

1 2 2,47 10000 

2 3 1,73 10000 

3 4 1,11 10000 

4 5 0.94 10000 

 

From the Table 11 above, it shows the smallest average MSE value of 0.93646. Then, the results 

of the trial scenario 5 fold is the best division of training data and testing data. 

The results of testing the number of max epochs with a learning rate of 0.9, max error of 0.1 and 

2 fold are the following from the smallest MSE value. Furthermore, to compare forecasting using 

the Single Exponential Smoothing and Backpropagation method, the following parameters were 

used as shown in the Table 12. 

 

Table 12. Parameter of the Bacpropagation Trial results 

 

Parameter Result 

Learning rate 0,9 

Max Epoch 10000 

Max Error 0,001 

Jumlah K-Fold 5 

 

3.3 Analysis 

From the results of a trial scenario that had been done, then forecasting the system used parameters 

such as in Table 13 for the Backpropagation method. 

 

 

 



14 

ROCHMAN, AGUSTIONO, SURYANI, RACHMAD 

Table 13. Comparison Results of the Single Exponential Smoothing Method, 

Backpropagation Method and Actual Data 

No Month 
SES Forecasting 

Results (tons) 

Backpropagation 

Forecasting 

Results (tons) 

Actual Data 

(tons) 

1 Okt-13 3.779,37 4.876,42 4.656,9 

2 Nov-13 4.153,95 6.173,44 6.526,5 

3 Des-13 2.715,61 5.158,77 5.082,7 

4 Mei-14 5.735,5 6.175,72 6.148,8 

5 Jun-14 4.240,7 5.552,06 3.785,6 

6 Jul-14 20.865,28 4.573,85 4.239,7 

7 Agu-14 3.805,96 4.264,01 3.834,9 

8 Sep-14 4.233,90 4.546,02 3.733,1 

9 Okt-14 2.508,21 5.220,97 2.739,8 

10 Nov-14 3.689,8 5.778,01 5.735,5 

11 Mei-15 880 5.065,49 4.552,9 

12 Jun-15 239 5.694,23 5.322 

13 Jul-15 4.228,26 5.510,01 2.358 

14 Agu-15 7.510,47 5.391,05 3.689,8 

15 Sep-15 3.915,39 4.862,88 880 

16 Okt-15 4.447,8 4.078,45 239 

17 Nov-15 11.020,81 5.011,06 1.218,2 

18 Jun-16 4.980,47 5.572,24 5.656 

19 Jul-16 5.750,13 4.565,94 4.447,8 

20 Agu-16 5.322 4.464,46 2.067,5 

21 Sep-16 40.677,34 6.094,18 19.688,6 

22 Okt-16 5.071,45 5.397,08 5.436,6 

23 Nov-16 6.052,49 5.699,71 5.716,5 

24 Des-16 5.783,07 6.136,54 6.651,7 

25 Mei-17 4.637,96 6.082,17 44.240 

26 Jun-17 5.554,3 4.211,70 4.047,1 

27 Jul-17 3.785,6 6.166,84 6.216,3 

28 Agu-17 4.447,8 5.946,28 5.753,3 

29 Sep-17 5.035,69 4.880,03 4.633,7 

30 Okt-17 4.239,7 5.454,75 5.554,3 
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Figure 3. Graphic results of comparison of forecasting results using the Single Exponential 

Smoothing method and the Backpropagation method with Actual Data 

Based on Table 13 regarding the results of forecasting using the Single Exponential Smoothing 

method can change according to the number of iterations used. When the more iterations are used, 

then the forecasting results would be the same. In contrast to the results of forecasting using the 

Backpropagation method, the results are not always the same even with the same amount of 

training data, the amount of testing data, learning rate, max epoch and max error, because every 

forecasting process is carried out initial weights randomly with a range of 0 - 1. So that the result 

in the smallest MSE value can be obtained in different parameters. 

 

4. CONCLUSION 

Based on the results of this study, it can be concluded that the forecasting of sugar production 

using the Single Exponential Smoothing method has an MSE value of 83602989.43 and a MAPE 

of 1.46%. While the Backpropagation method has an MSE value of 57187817.49 and MAPE of 

1.02%. So, the most appropriate method for forecasting sugar production is the Backpropagation 

method because it has the smallest MSE and MAPE values. 
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