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Abstract— Acute Respiratory Infections usually attack the 

respiratory tract of toddlers, both the upper and lower 

respiratory tracts, because the body's defense system against 

viruses that cause infection has not yet been formed. And 

usually, parents will know if the baby's condition is very chronic 

so that the baby experiences complications. This causes the need 

for a system that can assist in the early detection of respiratory 

tract infections. This study proposes the Chi-Square and Naive 

Bayes (NB) method. The Chi-Square method is a feature 

selection method to reduce features that have no effect. At the 

same time, the NB method is a prediction method that performs 

a simple probability-based identification process based on the 

application of the Bayes theorem with the assumption of strong 

independence. The contribution of this study is to determine 

respiratory tract disease in infants using the chi-square feature 

selection and the NB method, which can assist parents in 

detecting respiratory tract infections. From the tests that have 

been carried out using 120 datasets with 90 as training data and 

30 as test data, the accuracy is 75.833%. This proves that the 

Chi-Square and NB methods are able to identify respiratory 

tract infections. 
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I. INTRODUCTION 

Infection is one of the factors that cause death in children 

under five years of age, especially Acute Respiratory 

Infections (ARD[1]. ARI is the most common infection in 

humans in all[2]. Children and infants are the most vulnerable 

and most affected by ARI because their immune system has 

not yet formed as an antidote to the virus[3]. The classification 

of acute respiratory infections is divided into two parts, 

including upper, such as rhinitis, pharyngitis, tonsillitis, 

rhinosinusitis, and otitis media. At the same time, the lower 

part includes epiglottitis, croup, bronchitis, bronchiolitis, and 

pneumonia[4]. This infection is a disease caused by various 

kinds of microorganisms and can cause infection. 

Approximately four million people die from ARI every year. 

Therefore, this study developed an ARI disease identification 

system for toddlers with the aim of facilitating early 

identification. 
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Several methods have been used for decision-making, one 

of which is Naive Bayes. The Naive Bayes method is a simple 

probability-based identification method based on the Bayes 

theorem approach. The advantages of the Naive Bayes 

method, including being: easy to implement and giving good 

results for many cases. This is evidenced in research 

conducted by [5] for early identification of soybean disease, 

where NB can identify input based on the rule and has a high 

accuracy value. In addition, in terms of performance 

measures, NB is very good and shows that considering NB as 

a classifier is the optimal choice in measuring students! 

internal aspects with psychometric measurements[6]. Then in 

2017, a primary headache early detection design using NB 

was developed, which is able to produce high accuracy in 

making a diagnosis decision between migraine, cluster, and 

TTH[7]. The identification method uses all the features 

contained in the data to build a model, even though not all of 

these features match the identification results[8][9]. 

Therefore, in this study, the chi-square method was used 1n the 

feature selection stage. Feature selection is a technique to 

select important and relevant features from the data and reduce 

irrelevant features [10]. Feature selection aims to select the 

best feature from a feature data set. The chi-square method is 

a hypothesis testing method for the difference between two or 

more proportions using the chi-square distribution[11][12]. 

The chi-square distribution is comparing the observed 

frequencies with Ho as all proportions are equal to the criteria 

if the test will accept Ho if the calculated X? value is less than 

the critical value and vice versa.[13][14]. 

Therefore, in this study, the NB method was applied to 

identify ARI diseases based on the Chi-Square feature 

selection system. The goal is that the system can reduce 

features that have no effect on the identification stage of ARI 

disease so that it can help someone in identifying ARI disease 

easily and quickly with high accuracy. 

IJ. LITERATURE REVIEW 

ARI is one of the main causes of high mortality and 

morbidity rates in infants and toddlers in Indonesia[15]. The 

death rate increases every year due to ARI disease. This
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condition creates many obstacles experienced by health 

workers. In addition to the obstacles in the medical section, 

most people are still unfamiliar with medical matters, so that 

if they experience symptoms of the illness, they are not 

necessarily able to understand the ways to overcome 

them[16]. This is because the lack of public knowledge about 

the symptoms and how to treat ARI disease is one of the 

factors causing the high mortality rate due to ARI[17]. An 

expert system is a system that adopts human knowledge to 

computers so that computers can solve problems as is usually 

done by experts [18]. The Naive Bayes Classifier method that 

can help the community identify ARI disease based on the 

symptoms they face is like consulting a doctor. Previously, 

someone had done research on this ARI disease expert system, 

including [19] discussing the expert system for diagnosing 

ARI in children using the web-based Naive Bayes Classifier 

method. Then according to [20] discusses the web-based ARI 

diagnosis expert system with the Forward Chaining method. 

However, in making the identification, it is still not optimal 

because it has used all the existing features. Therefore, in this 

study, we developed an identification method for ARI disease 

based on feature selection. Feature selection can help select 

features that are relevant to the identification process[21]. Ina 

previous study, feature selection was carried out to select 

somatic depression symptoms as an important indicator of 

depression, especially among female acute coronary 

syndrome (ACS) patients. [22]. According to [23] for the 

fittest of the distribution of a population within the limiting 

distribution of the test-statistics dertved by Kolmogorov for 

the cumulative distribution of theoretical contributions. 

In this case, we propose a model to improve accuracy in 

the identification of ARI disease using NB based on feature 

selection as a decision-making solution in the early treatment 

of ARI disease. This problem is how to identify high 

probability ARI diseases making quick decisions based on 

feature selection. As a result of the identification of ARI 

diseases to achieve expert system performance in diagnosis 

comparable to optimization procedures. 

III. RESEARCH METHOD 

Data is a model that is represented in the form of pictures, 

words, and numbers and processed into important information 

[24]. The systematic procedure used to collect data is 

quantitative research methods. The dataset used is data on six 

types of ARI disease, 120 patient data with the spread of ARI 

disease from Syarifah Ambami Rato Ebu Hospital, 

Bangkalan, and 16 data on symptoms of ARI disease. From 

these data, a feature selection process was carried out using 

chi-square and NB for the identification process of ARI 

disease. 

A. Feature Selection of Chi-Square 

Feature selection is made to reduce irrelevant features 

in the identification process by the NB method. There are 

several methods for feature selection, namely Gain 

Information (GI), chi-square (X?), and the most commonly 

used are frequency-based[25]. The of the purpose of using 

feature selection is to remove confounding features in 

classification or identification. Chi-Square feature selection 

uses statistical theory to test the independence of a term with 

its category. Based on statistical theory, two events include 

the occurrence of features and circumstance of categories, 

which then each term value is sorted from the highest based 

on equation 1 [26]. 

(Nepec—Eepec)” 
x? (D,t, c) = Dereto1} Deceoay qd) 

Fetec 

Chi-Square feature selection is made by sorting each feature 

based on the Chi-Square feature selection from the largest 

value to the smallest value, which can be seen in Fig. 1. The 

Chi-Square feature selection value that is greater than the 

significant value indicates the rejection of the independence 

hypothesis. Meanwhile, if two events show dependents, then 

the feature resembles or is the same as the appropriate 

category label in the category. 

Hypothesis formulation : 
HO dan Ha 
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Fig. 1 Diagram of Chi-Square Feature Selection 

B. Naive Bayes Method 

The Naive Bayes method is one of the methods 

contained in the classification technique with the probability 

method known as Bayes! Theorem[27][28]. The Naive Bayes 

method is a statistical approach, conditional probability. The 

advantages of the NB method include: it can be used for both 

quantitative and qualitative data, does not require a large 

amount of data, does not need to do a lot of training data, is 

calculated quickly and efficiently[29]. Meanwhile, the steps 

for the NB method in the identification process include[30]: 

a. Read training data 

b. Calculate the amount and probability as in equation 2, but 

if the data is numeric, then look for the mean and standard
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deviation of each parameter which is numeric data. The 

process diagram of the NB method can be seen in Fig. 2. 

P(X|H).PCH) 
P(A|X) = POD) (2) 

P(H|X) is the probability of hypothesis H based on the 

condition X (posterior probability), PCH) is Hypothesis 

probability H (prior probability), P(X|H) is The 

probability X based on the conditions in the hypothesis H 

and P(X) is the Probability X. 

C. Accuracy 

To calculate the accuracy value using equation 3, which uses 

the correct amount of data compared to the test data. 

dicorrect test data 
accuracy = 

y > total test data 
x 100% (3) 

IV. RESULTS AND DISCUSSIONS 

In this section, we report the experimental results of 

identification performance assessment by conducting feature 

selection for 16 feature data using chi-square. The results can 

be seen in Table I. The calculations show that of the 16 

features, which have H, < Critical Value, there are five 

features, which can be seen in Fig. 3. The next step is the 

process of identifying ARI diseases based on the selected 

features using the NB method, which can be seen in Table II 

for class probability values and Table III for a table of 

prediction results in identifying ARI diseases using all 

features. Based on the calculation of accuracy with equation 

3, this system produces an accuracy of 75.833%. Based on the 

results of the analysis shows that the Naive Bayes method 

based on the chi-square feature selection 1s better because this 

method can inspect a number of attributes that are not relevant 

to the chi-square method[31][32]. And eliminate a number of 

these attributes and perform data substitution so that the data 

can be classified in data mining using Naive Bayes so that it 

can identify the risk of ARI disease. This is evidenced by the 

test results using the confusion matrix, as shown in Table I'V. 

TABLE I. RESULTS OF FEATURE SELECTION FOR ARI DISEASE 
  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

        

Feature Result 

Whitung | x’tabel 

Cough 60.71 69.93 

Out of breath 61.60 69.93 

Chest pain 43.04 69.93 

Nausea and Vomiting 46.96 69.93 

Fever 52.52 69.93 

Headache 76.64 69.93 

Heartburn 80.78 69.93 

Shivering 85.14 69.93 

Cold Sweat 70.59 69.93 

Insomnia 75.38 69.93 

Flue 97.93 69.93 

Exit secretions/snot 71.34 69.93 

Easily Tired 74.95 69.93 

Joint Stiffness 77.96 69.93 

Moldy Tongue 72.46 69.93 

Pain in the Nose 105.26 69.93     
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Fig. 2 Diagram of NB Method 
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Fig. 3 Feature Selection of Chi-Square To ARI Diseases 

TABLE II. VALUE OF CLASS PROBABILITY 
  

  

  

        

Class 

Yes No 

Total class Total class 

"Yes." 90 | ''No." 30 

P(Yes) 0,75 | P(No) 0,25       

TABLE I. POSTERIOR OF PROBABILITY 
  

  

  

  

  

    
i P(X | H) Attribute | Attribute | P(H|X) 

values Yes No | Yes No 

Cough Y 53,33 0 0,021 0 

N 13,33 | 0,33 

Out of 

breath Y 18,66 0 0,007 0 

N 48 | 0,33              
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Chest pain |_Y 56 | 0,33 0 0 

N 10,66 0. 

Nausea and 

Vomiting Y 21,33 | 0.16 0,004 0 

N 45,33 | 0,16 

Fever Y 18,66 | 0,03 0,052 0 

N 48 0,3 

Headache Y 16 0,1 0 0,063 

N 50,66 | 0,23 

Heartburn Y 60 | 0,33 0,005 0 

N 6,66 0 

Shivering Y 53,33 0 0,074 0 

N 13,33 | 0,33 

Cold Sweat | Y 18,66 0 0 0,063 

N 48 | 0,33 

Insomnia Y 56 | 0,33 0,008 0 

N 10,66 0. 

Flue Y 21,33 | 0,16 0 0 

N 45,33 | 0,16 

Exit fonsis 18,66 | 0,03 
secretions/s 0 0,087 
not 

N 48 0,3 

TABLE IV. CONFUSION MATRIX TEST 

Confusion Matrix Real Data 

True False 

Data Prediction True 82 0 

False 38 38             

V. CONCLUSION 

The conclusion from the results of this study regarding the 

identification of ARI disease using chi-square feature 

selection with Naive Bayes has resulted in an accuracy value 

of 75.833% with five selected features, namely Cough, Out of 

breath, Chest pain, Nausea and Vomiting, Fever. This proves 

that the Naive Bayes method based on chi-square feature 

selection is better for identifying the risk of ARI disease. 
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