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Abstract— Image classification is one of the fundamental 
steps in digital image processing. Research in this area has 
received considerable attention, with photos shared on social 
media which are sometimes similar but have different identities. 
There are various classification methods proposed in the 
literature to improve accuracy. One important strategy is 
Convolutional Neural Networks (CNN). Although CNN is 
superior in pattern recognition, it has limitations inaccuracy. It 
requires additional training time, especially when dealing with 
variants in data generated from a large number of images but of 
similar properties. Therefore, this study aims to overcome this 
problem by proposing a modification of the CNN layer to 
increase the accuracy of the multi-class image classification. 
This research used four different flower species with similar 
patterns added from a public database. Each category consists 
of 400 colour images with different angles, backgrounds, and 
lighting conditions that provide different variations to the 
training process. Through experiments using 1,600 of the four 
flower species, this study shows that the 18-34 layer modification 
produces the most optimal accuracy in the training process 
ranging from 99.3% with misclassification of MSE= 0.0025, 
RMSE= 0.1606, and MAE= 0. 0133. Meanwhile, the 
computation time required to compile the data set is 3 minutes, 
18 seconds. This result is 50% faster when compared to 
computation time using existing architecture such as Alexnet 
model with a similar number of layers.  

Keywords—Multi-class image, Convolutional neural network, 
data augmentation, Flower classification. 

I. INTRODUCTION 

The purpose of flower classification is to make it easier to 
identify, compare and research living things. Comparing 
means looking for similarities and differences in the properties 
or characteristics of these flowers [1]. The benefit is to know 
the relationship between living things with one another. 
Because there are many variants of interest, the classification 
is carried out on multiple interest classes. The multi-class itself 
is a classification carried out for the number of courses that 
are more than two (binary classes). In a class binary, there are 
only two outputs, but in multi-class, there can be more than 
two outputs [2]. 

Siyuan Lu researched flower classification in 2017. The 
step was to extract the colour features and wavelet entropy 
from the image of flower petals. The experimental results 
show that Weighted K-nearest Neighbors performs best 
among the four classifiers, with an overall accuracy of 99.4% 
[3] . Gavai, 2017 also conducted experimental performance 
research using the combined method of Googlenet 
architecture with inception3 is used. In experimental trials 
with a mobile-net, it was found that accuracy was 91%, 4% 
better than Squeezenet, 9.4 times more efficient than alexnet 
in terms of computation time [4]. 

Hairy, 2017 researched flower classification by Interest 
segmentation approach. Binary classification is proposed to 
get the model. Next, a robust convolutional neural network 
classifier is built to differentiate between different types of 
flowers. The architecture used is VGG-16. The classification 
results show the average accuracy exceeding 97% in all data 
sets [5]. 

Flower classification research was also conducted by 
Busra, 2018, which was conducted by comparing the learning 
performance of classifiers such as SVM, Random Forest, 
KNN, and Multi-Layer. The results of the training show that 
the average accuracy for the SVM Classifier is 98.5% using 
Oxford-102. On the Oxford 17-Flowers Dataset, the best 
accuracy is 99.8% using the Multilayer Perceptron Classifier 
(MLP) [6].  

This research proposes a neural network method to solve 
interest classification problems. GAP with previous research 
is that this research considers the use of Convolutional Neural 
Network (CNN) as a new method of using machine learning. 
In this research described above, previous researchers still 
used supervised machine learning. Besides, the previous CNN 
research even used the existing architecture. This research also 
considers the computation time of the training process, which 
was not discussed in previous studies. The weakness of CNN 
is that it uses a lot of hidden layers to get high accuracy. The 
novelty offered is the use of a custom 18-34-layer to save 
computing time in the training process. Besides, there is 
augmentation data to increase data variation when the amount 
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of training data is not large. The research feature that can be 
developed is the use of optimization to obtain training process 
parameters.   

II. RELATED WORK 

A. Image multi-class classification of Flower 
Multi-class is a classification of a feature into one target 

variable, with more than two class choices. Meanwhile, the 

multi-label category is a generalization of the multi-class type 

[7]. A flower will be classified shown in Fig. 1. 

Fig. 1. Flower (a) Daisy (b) Rose (c) Sunflower (d) Tulip 

In multi-label classification, there are different classes while 

in multi-class it is a problem with single labelling but is 

categorized in one of more than two categories correctly. In a 

multi-label problem, there is no limit to how many classes are 

used in the problem [8]. 

B. Convolution Neural Network 
The CNN contribution lies in the convolution layer and the 

pooling layer. Convolution works on the principle of sliding 

windows and weight sharing to reduce the complexity of 

calculations . The axon output can be written in (1). 

 

                            (1) 

 

with  = weight / synapse, =axon from a neuron,  and 

=biases. While the pooling layer is useful for summarizing 

the information generated by a convolution by reducing 

dimensions [9]. In general, the convolution layer receives 

image data with size  where there are four 

hyperparameter components, namely Number of filter K, 

spatial extend F, stride S dan amount of zero padding P [10]. 

So that the output at the second layer can be defined in (2). 

 

          (2) 

 

= Width, = height, and =depth. With the number of 

parameters shared, the value is  Weight per filter.  

The total weight value is . The standard setting 

from hyperparameter CNN is F=3, S=1 and P=1. CNN has 

several existing architectures including alexnet, google net, 

vgg16, vgg19, resnet18, resnet50, resnet101, densenet, and 

squeeze net. This architecture can be used as a comparison in 

determining the results and computation time [11]. 

C. Stride and Padding 
Stride is a parameter that determines the number of filter 

shifts. If the value of stride is 1, then Conv. The filter moves 

expressed in (3).  

 

         (3) 

 

When =input matrix,  =kernel size,  = Rows 

of padding, and  = Column of padding. The filter will shift 

by 1 pixel horizontally and then vertically shown in Fig. 2.  

Fig. 2. Two-dimensional cross-correlation with padding 

Padding is a parameter that determines the number of pixels 

(containing the value 0) to be added on each side of the input 

[12]. 

D. Batch Normalization 
Batch normalization is the input or output normalization of 

the activation function, which is in the hidden layer. With 

information from x via minibatch,  and 

parameter learned  and output { . It can 

be expressed in (4). 

 

            (4) 

 

The batch normalization value is obtained in (5). 

 

 and           (5) 

 

With = mini-batch mean, = minibatch variance, = 

normalization, =scale and shift. Batch Normalization 

provides the benefits of Making the neural network more 

stable by protecting it against outlier weight, Allows higher 

learning speeds and Reduces overfitting [13]  . 

E. Data augmentation 
Data augmentation is a process in image data processing, and 

boost is the process of changing or modifying an image in 

such a way that the computer will detect that the transformed 

image is a different image [14]. Scaling is  with a 

direction shown in (6).  

 

                                   (6) 

 

Rotation methods are written in (7) [15]. 

 

                            (7) 

 

               Input                 Kernel                Output              

               
(a) (b) 

                        
                   (c )                                                  (d)                  
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F. Confusion Matrix 
The Confusion Matrix is also often called the 

misclassification matrix. Confusion matrix in the form of a 

matrix table that describes the performance of the 

classification model on a series of test data for which the 

actual value is previously known. Confusion matrices 

provide information on the comparison between the 

classification results carried out by the system (model) and 

the actual classification results. [16]. 

G. Error Classification 
There are three indicators of error that are used as a reference 

in this study, namely Mean Square Error (MSE), Root Mean 

Square (RMSE) dan Mean Absolute Error (MAE). It 

calculated based on the predicted label and the actual label as 

expressed in (8) 

 

                     (8) 

 

MAE is the absolute average error value of the prediction 

process as expressed in (9) 

 

                             (9) 

 

MSE is minimized by the conditional mean, while the 

conditional median calculates MAE [17]. 
 

III. RESEARCH METHODS 

The research chart can be seen in Fig. 3. 

 

 

Fig. 3. Research Methods 

A. Flow of Framework 
The research method begins with pre-processing equalizing 

the dimensions of file width, height and bit depth. After the 

data is ready, and there are no errors, the image auto contrast 

is performed. Furthermore, the system will provide a 

convolutional layer to obtain a feature map after the filtering 

process is normalized to stabilize the network. The 

requirement should be met an option for training has the same 

setting. The one that can be a different just number of layer 

and optimization training. Training process time not more 

than three minutes. After full five retraining, the result has 

average accuracy not less than 98% and The training process 

should meet the stability. 

B. Hardware dan Software 
The hardware used in this research is Intel core i-7 RAM, 8 

GB with a 4GB NVIDIA GTX 1050 GPU. The software used 

is MATLAB2019a 

C. Dataset 
Secondary data are available on the internet that can be 

used. The various of Flower dataset address used is 
https://www.kaggle.com/alxmamaev/flowers-recognition. Total File Size 
of 450MB contains 4242 files of a flower. The data should 
conversion first before used because there are several files has 
different dimension or depth of bit. There are four class used 
to train contain 400 file daisy, 400 file rose, 400 file sunflower, 
and 400 file tulip. Total used after size pre-processing is 1600 
file. 

IV. RESULTS AND DISCUSSION 

A. Pre-processing 
The initial pre-processing that is carried out is to ensure that 

the entire dataset to be used is following the requirements of 

the CNN input layer, namely [224 224 3]. 

Fig. 4.     Preprocessing (a) daisy (b) rose 

Fig. 4 shows that all image in each folder already has the same 

size. If there several file miss, the process could not be done, 

or the program will be halt.  

B. Feature Maps Layer 
The feature contains Convolutional layer and pooling layer. 

Input layer that includes formula in (10) 

 

                            (10) 

 

With = neuron length or High of Input, F=Length or 

Height of Filter, P=Zero Padding, S=Stride 

  

             
(a)                                            (b) 
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Fig. 5. Feature Maps (a) layer conv1-7x7_s2 (b) layer conv2-3x3  

Fig. 5 shows the convolution process in Googlenet 

architecture carried out on the feature maps layer. The deeper 

the learning, the more detailed the image dimensions will be. 

The use of more convolutional layers can increase accuracy. 

C. Data Augmentation 
The data augmentation stage was carried out to increase 

variation due to the limited amount of data. Apart from 

scaling and rotation, what can be done is ShearsX and 

ShearY, which are expressed in (11) and Fig. 6. 

,       (11) 

Fig. 6. Data Augmentation (a) Scaling&Rotation (b) ShearX&ShearY  

Fig. 7. Training 

D. Training Progress 
The training process is carried out using a dataset with a ratio 

of 80% data validation and 20% data testing of the total 

training data. Training options pay attention to minibatch, 

Initial Learning Rate 3e-4, MaxEpochs 30, Validation 

Frequency 30, Verbose true. Training has shown in Fig. 7. 

E. Confusion matrix 
The confusion matrix works based on the difference between 

the actual label and the prediction label expressed in (12). 

                           (12) 

 

With TP=True Positive, TN= True Negative, FP=False 

positive, FP=False positive. 

 

 

Fig. 8. Confusion Matrix  

From Fig. 8, the Confusion matrix can be explained that the 

average classification accuracy result is 99.3%. From 80% of 

the 400-training data or about 320 data, the classification of 

Rose and sunflower can be classified correctly. In the daisy 

class, there is one error entering rose class. Class sunflower 

enters daisy two files. Tulip class enter rose six. 

 

               
(a)                                          (b)                 

             
(a)                                          (b) 

 
 

Fig 7. Training CNN using 26 Layer 
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F. Prediction 
The predictions on CNN aim to gain a level of confidence in 

the training process expressed in (13). 

 

                     (13) 

 

 The prediction results are shown as follows: 

Fig. 9. Flower Prediction Result (a) Prediction 1 (b) Prediction 2 

Fig. 9 shows the predicted results. Fig. 9 (a) shows that the 

predictive confidence level for daisy is 100%, rose 94% and 

tulip 99.2%. Fig. 9 (b) shows the predictive confidence level 

of tulips and sunflowers 100%, daisy 96% and a rose 91.1%. 

The overall results show that the system can perform the 

prediction process well. 

G. Comparison Another dataset 
Layer comparison is the ratio layer 18-34 in making 

predictions. It is done to get the average value of the accuracy 

of the purposed method. In contrast, the trials were conducted 

using the DIBAS, BIRD, Fruit, Animal, and Food101 

databases as a comparison. The comparison is shown in 

TABLE I. The average accuracy result is still quite good with 

the computation time of the training process, which does not 

take quite a long time, around 3 minutes. Longest time on 

FOOD101 because the number of images used is 4000 

images. When using 1600 data in the Fruit, Animal and 

Flower databases, the average time needed is 3 minutes. It 

shows that when the amount of data is small, the computation 

time is reduced. It also applies to the use of the number of 

colour channels, and the computation time is also reduced 

H. Comparison Other Architecture 
The architectural comparison in the convolutional layer aims 

to compare the use of time-consuming with the number of 

different layers. In this comparison, the alexnet, google net, 

vgg, resnet, densenet and squeeze net architectures are used. 

 

 
Fig. 10. Comparison using other architecture of CNN 

In Fig. 10, the comparison above shows that densenet has the 

highest number of layers, namely 703, with a computation 

time of 336 minutes or about 5 hours. From the existing 

architecture, the one with the smallest layer is Alexnet with 

25 layers, and the computation time is about 5 minutes 45 

seconds. In the use of purposed layers with 18-34 layers, the 

average computation time is about 2 minutes 45 seconds. 

Other architectures with a single GPU, squeeze net takes 6 

minutes, google net 12 minutes, vgg16 and vgg19 42 minutes, 

average resnet time is 70 minutes or around 1 hour. From the 

    
(a)                                       (b) 

TABLE I.  COMPARISON ANOTHER DATASET 
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results of this comparison, it appears that the use of a custom 

layer significantly saves the computation time of the CNN 

training process. The prediction shows in Fig. 11. 

I. Comparison Another methods 
 A comparison of the methods for interest classification 

research is shown below.  

From TABLE II, what needs to be considered is to get 

optimum accuracy with minimal computation time, apart 

from being determined the method selection is also 

determined by other factors, namely the number of layers and 

the amount of data per class. 

V. CONCLUSION 

This study builds an interest classification using a 

Convolutional Neural Network by considering the 

computational time of the training process. The GAP 

compared to previous research is the use of a custom layer to 

save computation time in the training process. The results 

showed that the use of 18-34 layers in 1600 image dataset 

Flower obtained an average accuracy of the training process 

of 99.3% in 3.5 minutes. Classification error MSE 0.0025, 

RMSE 0.1606 and MAE 0.0133. When compared with the 

existing architecture purposed method 18-34 layers with 

almost the same number of layers, namely Alexnet with 25 

layers, the computation time used is 50% better.   
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Fig 11. Comparison another dataset (a) (b) Bird Prediction (c)(d) Food Prediction 
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