
NMF-based DCG Optimization for Collaborative Ranking 

on Recommendation Systems 
Noor Ifada, Dziyaur Rohman Miftah Alim, Mochammad Kautsar Sophan 

Informatics Department 

University of Trunojoyo Madura, Bangkalan, Indonesia 

noor.ifada@trunojoyo.ac.id, 27dziyaur@gmail.com, kautsar@trunojoyo.ac.id 
 

 

ABSTRACT 

A recommendation system predicts a top-𝑁  list of items that a 

target user might like by considering the user’s previous rating 

history. In this paper, we solve the task of recommendation by 

developing a method that implements an NMF-based DCG 

optimization for collaborative ranking. Three main processes are 

applied to calculate the rating prediction for making the list of top-

𝑁 item recommendations: constructing the user profile, initialising 

the latent-factor models using NMF (Non-Negative Matrix 

Factorization), and further optimising the models based on the 

DCG (Discounted Cumulative Gain). Extensive evaluations show 

that our proposed method beats all baseline methods on both the 

Precision and NDCG metrics. This fact confirms that NMF-based 

DCG optimization is an effective approach to enhance the 

recommendation performance and to deal with the sparsity 

problem. 
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1. INTRODUCTION 
Recommendation systems (RS) help users to find items suit their 

preference by generating a set of a personalized list of 

recommendations that might be of interest its users by learning 

through their previous rating activities [1, 2]. A very popular 

learning approach in RS is Collaborative Filtering (CF) [1-3], in 

which the latent factor models perform the best [2]. One of the well-

known methods of the latent factor models is the NMF (Non-

Negative Matrix Factorization) [4] that implements a low-rank 

approximation technique. Meanwhile, CF is known to commonly 

suffer from a sparsity issue that impacts the recommendation 

performance [3, 5-7].  

Given the list of item recommendations, users tend to select fewer 

top-𝑁 items than those further down the list [8]. For that reason, the 

task of recommendation can be formulated as a ranking task and 

employing an optimization approach based on the evaluation metric 

would generate a quality top-𝑁 list of recommendations [8, 9]. One 

of the metrics commonly used for evaluating the quality of a 

ranking model is the DCG (Discounted Cumulative Gain) [9]. 

In this paper, we develop a top-𝑁 item recommendation method 

that implements the NMF-based DCG optimization for 

collaborative ranking. Experiment results using a rating dataset 

show that our method beats all of the baseline methods. This 

finding confirms that our proposed optimization is effective to 

enhance the performance of recommendation and to tackle the 

sparsity issue. 

The summary of our contributions is as follows: (1) a novel top-𝑁 

item recommendation method that implements NMF-based DCG 

Optimization for collaborative ranking, and (2) a concise 

observation that details how does our method perform matched to 

the baseline CF methods for generating top- 𝑁  item 

recommendations.  

The remains of this paper are presented as follows. Section 2 

reviews the works related to this study. Section 3 presents the 

proposed NMF-based DCG optimization for collaborative ranking 

on recommendation systems. Section 4 shows the series of 

experimentations and discussion. Lastly, Section 5 describes the 

conclusion. 

2. RELATED WORK 
The Collaborative Filtering (CF) approach can be modelled as the 

memory-based or model-based approach [2]. The memory-based is 

a CF approach that generates the list of recommendations by 

employing the similarities of users or items [2]. Meanwhile, the 

model-based is a CF approach that generates recommendations by 

developing a model for learning a pattern based on the training data 

[2]. Examples of techniques for developing the model-based 

methods are the Bayesian [10], clustering [11-13], and latent factor 

models [14-18]. The latent factor model is superior compared to 

others [2],  and therefore, we apply the technique in this paper. 

Well-known approaches of the latent factor models are the PCA 

(Principal Component Analysis), SVD (Singular Value 

Decomposition), NMF (Non-Negative Matrix Factorization), and 

PMF (Probabilistic Matrix Factorization) [2]. The NMF-based 

methods are very popular and have been widely applied in various 

areas [4]. For this reason, our study applies the NMF-based 

approach for the initialization of the latent factor models. 

The task of a recommendation system that generates a top-𝑁 list of 

recommendations can be considered as a ranking problem, in which 

employing an evaluation metric based optimization is beneficial to 

the RS method [8, 9]. This paper employs DCG, a ranking model 

evaluation metric [9], as the optimization criteria. 

3. NMF-BASED DCG OPTIMIZATION 

FOR COLLABORATIVE RANKING 

METHOD 
Our proposed NMF-based DCG Optimization for Collaborative 

Ranking method, i.e., DO-NMF, is focusing on a ranked item 

recommendation system from rating data. To yield the rating 

prediction calculation and eventually generating the list of top-𝑁 

item recommendations, the framework of the DO-NMF is 

decomposed into three main processes: (1) constructing the user 

profile, (2) initializing the latent-factor matrices using NMF (Non-

Negative Matrix Factorization), and (3) further optimizing the 

latent factor models based on the DCG (Discounted Cumulative 

Gain). 



3.1 User Profile Construction 
The user profile is constructed from the rating data. Let 𝑈 =
{𝑢1, 𝑢2, 𝑢3, … , 𝑢𝑚} be the set of 𝑚 users and 𝐼 = {𝑖1, 𝑖2, 𝑖3, … , 𝑖𝑛} 

be the set of 𝑛 items. The rating data records the preference score 

of a user 𝑢 towards item 𝑖 that can be represented as a rating matrix 

𝑅 ∈ ℝ𝑚×𝑛 in which  𝑟𝑢,𝑖 is the rating of item 𝑖 set by user 𝑢. Table 

1 shows the toy example of a rating matrix 𝑅 ∈ ℝ3×4 where 𝑈 =
{𝑢1, 𝑢2, 𝑢3} and 𝐼 = {𝑖1, 𝑖2, 𝑖3, 𝑖4}. 

Table 1. A toy example of rating matrix 𝑹 ∈ ℤ𝟑×𝟒 

  Item 

  i1 i2 i3 i4 

U
se

r
 

u1 5 0 3 0 

u2 1 4 2 0 

u3 0 0 4 1 

 
The NMF is a low-rank 𝐹 approach that factorizes a non-negative 

matrix 𝐴 ∈ ℝ𝑚×𝑛  into two latent factor matrices 𝑃 ∈ ℝ𝑚×𝐹
 and 

𝑄 ∈ ℝ𝑛×𝐹
 having only non-negative elements [4, 19] such that: 

𝐴 ≈ 𝑃𝑄𝑇 (1) 

In this paper, as the initialization procedure [20] of DO-NMF, we 

apply NMF to the rating matrix 𝑅 to generate the initial latent factor 

models of users 𝑈̂ and items 𝐼. These models are later used in the 

DCG optimization presented in the following subsection. 

3.2 DCG Optimization  
Using DCG optimization for collaborative ranking means that the 

task of recommendation is to predict the finest list of items based 

on the DCG perspective. In this problem, the objective function is 

built based on the formulation of a DCG score. DCG score is 

calculated from a gain numerator function that weighs up the score 

based on the rating of an item given by the user and a discount 

denominator function that penalize the score based on the item’s 

ranking position in top-𝑁  recommendations [9, 20]. The DCG 

score of a user 𝑢 over all items 𝑖 ∈ 𝐼 is formulated as: 

𝐷𝐶𝐺𝑢 = ∑
2𝑟𝑢,𝑖 − 1

log2(1 + 𝑝𝑢,𝑖)𝑖∈𝐼
 (2) 

where 𝑝𝑢,𝑖  is the item 𝑖 ranking position for a user 𝑢. The DCG 

defines the score for all users as: 

𝐷𝐶𝐺 =
1

𝑚
∑ ∑

2𝑟𝑢,𝑖 − 1

log2(1 + 𝑝𝑢,𝑖)𝑖∈𝐼𝑢∈𝑈
 (3) 

Following the approach of ranking model smoothed approximation 

[21, 22], we approximate the ranking position 𝑝𝑢,𝑖 as:  

𝑝𝑢,𝑖 ≈ 1 + ∑ 𝜎(∆𝑟̂)
𝑗≠𝑖

 (4) 

where 𝜎(𝑥) is the logistic function 
1

1+𝑒−𝑥 and ∆𝑟̂ = 𝑟̂𝑢,𝑖 − 𝑟̂𝑢,𝑗 is the 

difference of rating prediction of two items 𝑖 and 𝑗 calculated from 

a factorization technique predictor function model. In this paper, 

DO-NMF uses the CP model  [23] as the rating matrix factorization 

technique.  
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Figure 1. CP matrix factorization model. 

 

As illustrated in Figure 1, CP factorizes a matrix 𝑅 ∈ ℝ𝑚×𝑛 into a 

sum of latent factor rank-one of 𝑈𝑢𝑓
∈ ℝ𝑚

 and 𝐼𝑖𝑓
∈ ℝ𝑛

 for 𝑓 =

1, … , 𝐹, where 𝐹 is the rank of the conforming latent factor models. 

The rating prediction is calculated as: 

𝑟̂𝑢,𝑖 ∶= ∑ 𝑈̂𝑢,𝑓 ∙ 𝐼̂𝑖,𝑓

𝐹

𝑓=1
 (5) 

Based on Equation (4) and (5), the Smoothed DCG score for all 

users is now formulated as: 

𝑆𝐷𝐶𝐺 =
1

𝑚
∑ ∑

2𝑟𝑢,𝑖 − 1

1 + log2(∑ 𝜎(∆𝑟̂)𝑗≠𝑖 )𝑖∈𝐼𝑢∈𝑈
 (6) 

The objective function is then formulated as: 

𝐿(Θ) = ∑ ∑
2𝑟𝑢,𝑖 − 1

1 + log2(∑ 𝜎(∆𝑟̂)𝑗≠𝑖 )𝑖∈𝐼𝑢∈𝑈
− 𝜆Θ‖Θ‖𝐹

2  (7) 

where 𝜆Θ is the regularization coefficient that corresponds to 𝜎Θ as 

the model parameters used to control overfitting. We neglect the 

coefficient 
1

𝑚
 since it remains constant and, thus, it does not 

influence the optimization process.  

The gradient descent is performed for objective function 

optimization: 

𝜕𝐿

𝜕𝜃
= ∑ ∑

−𝜑 [
1

(ln 2 ∙ 𝛽)
(∑ (−𝛾 + 𝛾2) ∙𝑗≠𝑖 (

𝜕(∆𝑟̂)
𝜕𝜃

))]

[1 + log2 𝛽]2
𝑖∈𝐼𝑢∈𝑈

− 𝜆θ𝜃 
(8) 

where 𝜑 = 2𝑟𝑢,𝑖 − 1, 𝛾 = 𝜎(∆𝑟̂), and 𝛽 = ∑ 𝜎(∆𝑟̂)𝑗≠𝑖 . 

Given a case (𝑢, 𝑖, 𝑗) that corresponds to the model parameter = 

{𝑈̂𝑢, 𝐼𝑖 , 𝐼𝑗}, the gradients for the model based on their latent factor 

matrices are as follows: 

𝜕𝐿

𝑈𝑢

= ∑ ∑
−𝜑 [

1
(ln 2 ∙ 𝛽)

(∑ (−𝛾 + 𝛾2) ∙𝑗≠𝑖 (𝐼𝑖 − 𝐼𝑗))]

[1 + log2 𝛽]2
𝑖∈𝐼𝑢∈𝑈

− 𝜆 (9) 

𝜕𝐿

𝐼𝑖

= ∑ ∑
−𝜑 [

1
(ln 2 ∙ 𝛽)

(∑ (−𝛾 + 𝛾2) ∙𝑗≠𝑖 (𝑈𝑢))]

[1 + log2 𝛽]2
𝑖∈𝐼𝑢∈𝑈

− 𝜆 (10) 

𝜕𝐿

𝐼𝑗
= ∑ ∑

−𝜑 [
1

(ln 2 ∙ 𝛽)
(∑ (−𝛾 + 𝛾2) ∙𝑗≠𝑖 (−𝑈𝑢))]

[1 + log2 𝛽]2
𝑖∈𝐼𝑢∈𝑈

− 𝜆 (11) 

Figure 2 shows the complete algorithm of DO-NMF method. 

 

 

 

 



Algorithm  : DO-NMF Method 

Input : Rating data, rank of latent 

factor model 𝐹 , regularization 

𝜆, learning rate 𝛼 
Output : top-N list of item recommendation 

for target user 𝑢 𝑇𝑜𝑝𝑁𝑢 

1. Construct the rating matrix 𝑅 ∈ ℝ𝑚×𝑛 from 

the rating data as the user profile 

2. Generate the initial latent factor 

matrices for user 𝑈̂ ∈ ℝ𝑚×𝑓 and item 𝐼 ∈ ℝ𝑛×𝑓 

using NMF 

3. DCG Optimization: 
a. Based on Equation (9), update the user 

𝑢 latent factor model: 𝑈̂𝑢 ⟵ 𝑈𝑢 + 𝛼
𝜕𝐿

𝜕𝑈̂𝑢
  

b. Based on Equation (10), update the item 

𝑖 latent factor model: 𝐼𝑖 ⟵ 𝐼𝑖 + 𝛼
𝜕𝐿

𝜕𝐼𝑖
  

c. Based on Equation (11), update item 𝑗 

latent factor model: 𝐼𝑗 ⟵ 𝐼𝑗 + 𝛼
𝜕𝐿

𝜕𝐼𝑗
  

4. Calculate the rating prediction 𝑟̂ using 
Equation (5) 

5. Generate the top-N list of item 

recommendation for target user 𝑢  𝑇𝑜𝑝𝑁𝑢 

based on the rating prediction 

Figure 2. Algorithm of DO-NMF method. 

 

4. EXPERIMENTAL EVALUATION 
This section presents a series of experiments conducted to evaluate 

the quality of our proposed DO-NMF, and to benchmark DO-NMF 

with the baseline CF methods in generating the top- 𝑁  item 

recommendations. 

4.1 Experiment Setup 
4.1.1 Dataset and Experiment Design 
The experiments are conducted using the MovieLens rating dataset 

(https://grouplens.org/datasets/movielens/). The data has 943 users, 

1682 movies, and 100K rating data (scale 1 – 5), in which the 

sparsity is 93.6953% and that the users have rated at least 20 

movies. 

The 5-fold cross-validation is employed as the evaluation method 

that we arbitrarily distribute per fold into an 80% training data 

𝐷𝑡𝑟𝑎𝑖𝑛  and a 20%  test data 𝐷𝑡𝑒𝑠𝑡 . In this case, we report the 

evaluation scores based on the average results of all folds. 

We empirically adjust the parameters in DO-NMF that the best 

performance is obtained when the regularization 𝜆 and learning rate 

𝛼 coefficients are respectively set to 0.00007 and 0.1. Whereas the 

rank of latent factor model 𝐹 is set to 64.   

4.1.2 Evaluation Metrics 
The task of recommendation is to generate the top-𝑁  predicted 

items for the users in 𝐷𝑡𝑒𝑠𝑡. For each user 𝑢, we compare the top-
𝑁 list of item recommendations 𝑇𝑜𝑝𝑢(𝑁) to the ground truth items 

𝐺𝑇𝑢  in 𝐷𝑡𝑒𝑠𝑡 . This study uses two metrics commonly used for 

evaluating the recommendation performance of each target user 𝑢, 

i.e., Precision and Normalized Discounted Cumulative Gain 

(NDCG): 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑢(𝑁) = 100 ∙
|𝑇𝑜𝑝𝑢(𝑁) ∩ 𝐺𝑇𝑢|

𝑁
 (12) 

𝑁𝐷𝐶𝐺𝑢(𝑁) =
𝐷𝐶𝐺𝑢(𝑁)

𝐼𝐷𝐶𝐺(𝑁)
 

(13) 

where 𝕀(∙)  is the indicator function that sets the satisfied or 

unsatisfied condition as 1 or 0. The DCG and IDCG of target user 

𝑢 are calculated as: 

𝐷𝐶𝐺𝑢(𝑁) = ∑
1

log2(1 + 𝑥)
∙ 𝕀(𝑇𝑜𝑝𝑢(𝑥) ∈ 𝐺𝑇𝑢)

𝑁

𝑥=1
 (14) 

𝐼𝐷𝐶𝐺(𝑁) = ∑
1

log2(1 + 𝑥)

𝑁

𝑥=1
 

(15) 

The reported performance scores are the average results of all target 

users in 𝐷𝑡𝑒𝑠𝑡 . 

4.2 Performance Comparison 
We benchmark the performance of DO-NMF with the four baseline 

methods: 

 UBCF [24]: The user-based CF method that generates the list 

of recommendations by taking into account the users’ 

similarities. To obtain its best performance, the tuned 

parameter for UBCF is 𝑢𝑠𝑒𝑟_𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟ℎ𝑜𝑜𝑑_𝑠𝑖𝑧𝑒 =  50. 

 IBCF [3]: The item-based CF method that generates the 

recommendations list by taking into account the similarities of 

the items. To obtain its best performance, the tuned parameter 

for IBCF is 𝑖𝑡𝑒𝑚_𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟ℎ𝑜𝑜𝑑_𝑠𝑖𝑧𝑒 =  10. 

 SVD [18]: The latent factor method that generates the list of 

recommendations by using its two orthonormal singular vector 

latent factor matrices controlled by a singular value diagonal 

matrix. To achieve its best performance, the tuned parameter 

for SVD is the rank of latent factor model 𝐹 = 𝑚𝑖𝑛(𝑚, 𝑛) =
943. 

 NMF [19]: The latent factor method that generates the list of 

recommendations by employing its two non-negative latent 

factor matrices. To achieve its best performance, the tuned 

parameter for NMF is the rank of latent factor model 𝐹 =  64. 

The performance comparison of recommendation between the 

proposed DO-NMF and the baseline methods, in terms of Precision 

and NDCG, are respectively listed in Table 2 and Table 3. The 

results show that, in general, DO-NMF outperforms the baseline 

methods in terms of Precision and NDCG. This finding confirms 

that NMF-based DCG optimization is an effective approach to 

enhance the performance of recommendation. To detail, we present 

three observations based on these results.  

A first observation is the outperforming reasoning of the DO-NMF 

over the baseline methods. Regarding the UBCF and IBCF, i.e., 

baseline methods categorized as the memory-based CF approach, 

the DO-NMF outperformance is again proving that a model-based 

approach results in more quality recommendation than that of the 

memory-based [2]. Regarding the SVD and NMF, i.e., the model-

based methods that use the MSE (Mean Square Error) optimization 

as an objective function for generating the latent factor models, the 

implementation DCG optimization in DO-NMF confirm that using 

the evaluation metric as an objective function can improve the 

recommendation performance. 

The second observation is regarding the DO-NMF outperformance 

based on the evaluation metrics. In terms of Precision, the 

performances of IBCF, SVD, and NMF are not too far behind the 

DO-NMF. On the other hand, the performances of all 

benchmarking methods (except SVD) are far away behind the DO-

https://grouplens.org/datasets/movielens/


NMF in terms of NDCG. Note that NDCG is a more suitable metric 

used to evaluate the recommendation ranking quality, i.e., top-𝑁 

list of recommendations, than Precision [9]. These findings 

highlight further that DO-NMF can better solve the top- 𝑁 

recommendation task compared to all benchmarking methods. 

The third observation is regarding the density of the dataset. Recall 

that the sparsity problem is a common issue in the collaborative 

filtering approach. Given the 93.6953% sparsity of the MovieLens 

dataset, the superiority of DO-NMF establishes that the method can 

solve the sparsity problem better in compared to all baseline 

methods. 

Table 2. Comparison of performances in terms of precision 

Method 
Top-𝑵 

@1 @5 @10 @15 @20 

UBCF 0.81526 0.16681 0.08532 0.05829 0.04437 

IBCF 0.98934 0.98594 0.98501 0.98478 0.98556 

SVD 0.96761 0.97237 0.97212 0.97288 0.97410 

NMF 0.89550 0.91503 0.92418 0.93024 0.93406 

DO-NMF 0.93229 0.98523 0.99148 0.99333 0.99439 

 

Table 3. Comparison of performances in terms of NDCG 

Method 
Top-𝑵 

@1 @5 @10 @15 @20 

UBCF 0.81526 0.27951 0.18275 0.14262 0.11917 

IBCF 0.00258 0.00195 0.00202 0.00197 0.00214 

SVD 0.96761 0.97161 0.97168 0.97230 0.97321 

NMF 0.00459 0.07757 0.06161 0.04848 0.04071 

DO-NMF 0.93229 0.97598 0.98363 0.98664 0.98847 

 

5. CONCLUSION AND FUTURE WORK 
Our proposed DO-NMF is a top-𝑁 item recommendation method 

that implements an NMF-based DCG optimization for 

collaborative ranking. The experimental results on a rating dataset 

show that DO-NMF outperforms all baseline methods on both the 

Precision and NDCG metrics. This fact conjectures that the NMF-

based DCG optimization is an effective approach to enhance the 

recommendation performance and to deal with the sparsity 

problem. For the future works, we plan to conduct extensive 

experiments of DO-NMF on various datasets and also to study the 

implementation of NMF-based using the other metrics 

optimization. 
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