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**ABSTRACT**

Artificial intelligence is a field that uses human abilities biologically as well as knowledge, a decision-making technique for clearing problems either in terms of computing and control. A forecasting could be accurate if it has the proper planning. Application of propagation methods can be used to generate a prediction of how much the number of users of a sim card provider. This method is able to produce a level of accuracy that is better than the conventional methods to obtain accurate prediction based on the value of MSE (Mean Square Error). This study discusses the method of propagation with backward and forward functions in predicting simcard users during a certain time interval which can produce the smallest MSE value. When the stationary nature of the data produces the smallest value, then the proven performance of a method in forecasting could be accurate enough. Forecasting system has the number of users which uses backpropagation with a hidden layer parameter amounted to 30, 10,000 E-Poch and momentum 0.1. The maximum point reaches the best value. During the system testing, these parameters generate an error value, MSE, of 0.00143 which shows a fairly good accuracy level of prediction.
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**INTRODUCTION**

Artificial Neural Network (ANN) can be used to simulate the structure and function of the human brain. It has layers of interconnected neurons that are used in various fields. It is able to map the complex models of non-linear by finding the best weight (Panos Liatsis, 2007). In essence, an artificial neural network consists of an input layer which has a function or any combination of data. Therefore, an artificial neural network is one of the suitable methods for solving a problem. Telecommunications is very important in everyday life. It would require a forecasting as a process for estimating the number of users in the future, for covering service needs and planning appropriate marketing strategies to get a greater number of users. With the increasing number of users, service-providers will be more focused to improve their performance in terms of marketing and supply of cards and services that can later be beneficial for the progress of the service provider.

The first thing that must be done in building a model of Neural Network is preparing the data. Without a good, adequate and representative data collection it is not possible to develop a predictive model of Neural Network (Rohman, 2016). Prediction analysis of time series data by using conventional methods is proved to be difficult matter (Pei-Chann Chang a, 2009). However ANN is able to work in parallel with variable input so that it can handle the use of large data sets quickly. The main capabilities of the ANN is to find data patterns and detect multidimensional non-linear connection in the data. The ANN can be used to solve problems in pattern formation and linear regression. Moreover, ANN has excellent ability to solve problems technically primarily in predicting the stationary data (H. Hasan Örkcü, 2011). ANN backpropagation algorithm is the method most widely used in training a neural network.

According to another study, ANN has several advantages, which have the ability to represent the condition of linear and nonlinear (Nirjhar Bar, 2010). Besides ANN also have the ability to study the data directly, the historical data can be used as input to determine the predictive results which were not known before. Another ANN ability is that it is very fast in data processing. With these advantages ANN architecture must be clarified in advance so that the result could reach the optimal targets (lam, 2004) by specifying the parameter combinations of network architecture, the momentum, the pace of learning (learning rate), training and testing.

Under these conditions, this research will focus on predicting the number of users-provider. Predictions in this study can be used as an alternative method of prediction of growth across the communications provider in Indonesia. The development of this method is used a forecasting backpropagation process called Multilayer Feedforward Network.

**METHODOLOGY**

One form of ANN models which is widely used for various applications is Multilayer Feedforward Neural Networks
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This algorithm can work well in determining the best architecture which is applied for time series forecasting based on the results of empirical studies. These results are related to forecast accuracy comparison between MLFN models and the other time-series models. However, there is no guarantee that MLFN will always give the best results. Moreover, empirical studies on the initial processing of data also have to demonstrate that the selection of the initial processing methods and proper data are required in order to improve the prediction accuracy of MLFN.

Backpropagation

MLFN is a simple method using single inputs and outputs, and hidden neurons which are structured as well as a formulation that can produce many accurate values; so that the users can make an informed decision (Manoj Kumar, 2011). This may happen because the neural network method has the ability to estimate the situation and reduce error rates that will come with unsupervised conditions.

ANN method that includes Process Training and testing process can produce the desired forecasting value (Kusumadewi, 2003). Each neuron can have multiple inputs and has a single output. The input layer in a neuron may contain raw data or processed previous neuron. While the results in an output layer neuron is the final result or as an input for the next neuron. Time series analysis is a better method than the other methods to make a prediction (Pei Chann Chang a, 2009). Backpropagation algorithm is forecasting techniques that calculate its results based on ANN for measuring the error rate by using a multilayer network, steepest descent approaches, and measurements of root which is means square error (Rachmad, 2016).

Input on the network will be processed by a function that will add up the values of all weights. The results of the sum will be compared to a threshold value through the activation function of each neuron. One function of activation on neural network is a binary sigmoid function. This function has a value in the range of 0 to 1, which is expressed as:

\[
\sigma (x) = \frac{1}{1 + e^{-x}}
\]

(1)

Backpropagation methods selected because it is a multi-layer method that matches the nature of the data that is non-linear and time series. Each input on the network layer backpropagation is always connected to the units in the hidden layer as well as any hidden units which is always connected to the unit at the output layer. Backpropagation network consists of many layers (multilayer network), ie. Input layer which consists of 1 to n input unit. Hidden layer (at least 1) consists of 1 to p hidden units. The output layer (1 piece) consists of 1 to m units of output. Before the data is processed into propagation, input data should be normalized first, as seen in Figure 1.

In the training phase propagation, there are 3 steps that must be done, namely, feed-forward (feedforward) phase, feed backward (propagation) phase, and the weights and biases of repair phase. Some changes of weights can reduce the error. Then the cycle of weight change (epoch) was performed on each set of training so that the stop condition is achieved, ie when it reaches the desired number of epochs or until it reaches a specified threshold value.

One of the most important things on a neural network is training or learning process on the network. The training process is a process to find the optimal parameters (Maria Agustin, 2012) (Maria Agustin, 2012). At the time of the training process, there are two classes of correcting problems and determining the gradient of the method. When determining the gradient ANN is often trapped in local issues, the establishment of optimum network structure is needed. ANN has a weakness in overfitting due to large data processing, therefore it has to use simple network architecture and minimalizes subjective measures on estimation and selection (Teo Jasic, 2003). The data must be normalized first for propagation, by recognizing the value range (0.1) as can be seen in equation (1). It can reduce the prediction error by adjusting the weight of the nodes in the training phase.
Size Errors Forecasting

Size forecasting is done in order to know how accurate is the forecasting calculation that has been done. The best forecasting parameters is the method that gives the smallest value of forecasting error. Selection of the best forecasting method should be based on the level of prediction errors. Measurement error is made to see if the methods that have been used are adequate for predicting a data, because there is no forecasting method to predict future data appropriately. The smaller the margin of error is generated, the more precise a method in generating predictions. There are different sizes that errors can be classified into standard size in statistics and relative size. The size of the error, including statistical standard size is the average value of squared errors, Mean Squared Error.

Below are equations that can be used to calculate the size of each error for forecasting (Nila Yuwida, 2012) (Nila Yuwida, 2012). The accuracy level of forecasting results are used to calculate the error value of the calculation process based on the initial value, in accordance with the original data using the average of squared errors. Mean Squared Error (MSE) suggests what is the actual minimum value of the predicted results with the actual value. The average error is in root square or called Root Mean Squared Error (RMSE), as shown in equation (2):

\[ RMSE = \sqrt{\frac{\sum_{i=1}^{n} (X_i - F_i)^2}{n}} \]  

RMSE is obtained from the roots number \(X_i\) which has the value of forecasting. It
RESULTS AND DISCUSSION

At the time of testing, one matter that should be considered is the use of data (Shamsul Faisal Mohd Hussein, 2011). Since it is often difficult to obtain data, a good preparation to search the main data is fundamental. The data used in this research is secondary data that is quantitative. The source of the data was obtained from Bangkalan branch of Grapari-Simpati outlets. In consideration of the relatively more stable condition, this study used the study period 2010-2012. Training data that were used in this study were of number of users in Bangkalan for 24 months, from January 2010 - December 2011 and January 2012 - December 2012. Total of 12 data were used as the testing process which were conducted to determine the accuracy of the system in the process of predicting the number of users based on MSE and some criteria.

| Table 1. Users provider Sympathy in Bangkalan in 2012 |

<table>
<thead>
<tr>
<th>No</th>
<th>Districts</th>
<th>Jan</th>
<th>Feb</th>
<th>Mar</th>
<th>Apr</th>
<th>May</th>
<th>June</th>
<th>July</th>
<th>Aug</th>
<th>Sept</th>
<th>Oct</th>
<th>Nov</th>
<th>Dec</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>BULEGA</td>
<td>4.819</td>
<td>4.842</td>
<td>5.657</td>
<td>5.473</td>
<td>5.473</td>
<td>5.463</td>
<td>5.328</td>
<td>5.711</td>
<td>5.588</td>
<td>6.564</td>
<td>6.185</td>
<td>6.188</td>
</tr>
<tr>
<td>5</td>
<td>GALIS</td>
<td>4.792</td>
<td>5.243</td>
<td>6.058</td>
<td>5.856</td>
<td>5.856</td>
<td>5.903</td>
<td>5.111</td>
<td>5.314</td>
<td>5.072</td>
<td>5.138</td>
<td>5.669</td>
<td>6.739</td>
</tr>
<tr>
<td>9</td>
<td>KOKOP</td>
<td>5.330</td>
<td>5.354</td>
<td>6.169</td>
<td>5.967</td>
<td>5.967</td>
<td>5.924</td>
<td>5.873</td>
<td>6.055</td>
<td>5.533</td>
<td>5.999</td>
<td>7.530</td>
<td>7.603</td>
</tr>
</tbody>
</table>

ANN modeling using four layers, namely an input layer, two hidden layers and one output layer. Node architecture used in the input layer, hidden layer and output layer, among others : 12-15-1, 12-20-1, 12-25-1, 12-30-1. The input neurons was set up as 12 since one year consists of twelve months and the input data was the monthly users.

In the process of testing, the data is collected from Bangkalan sub district, and the following parameters were defined, such as: changes in the number of node hidden layer, and changes in range epoch.

a. Scenario 1 = change neuron hidden layer 15, 20, 25, 30, 35
b. Scenario 2 = change of epoch 10, 100, 1000, 10000

| Table 2. (change neuron hidden layer) BP |

<table>
<thead>
<tr>
<th>Momentum</th>
<th>HiddenLayer</th>
<th>E-poch</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>0,1</td>
<td>15</td>
<td>10000</td>
<td>0,00238</td>
</tr>
<tr>
<td>0,1</td>
<td>20</td>
<td>10000</td>
<td>0,00172</td>
</tr>
<tr>
<td>0,1</td>
<td>25</td>
<td>10000</td>
<td>0,00151</td>
</tr>
<tr>
<td>0,1</td>
<td>30</td>
<td>10000</td>
<td>0,00143</td>
</tr>
</tbody>
</table>
Process Test Scenario 2

At the trial data sets Backpropagation (Trial Data ELM with change Epoch), trial data were run 4 times in which during each run data was partitioned into multiples of 10 for Epoch desired changes, until it obtains a favorable MSE accuracy value.

Table 3. (Epoch desired changes) BP

<table>
<thead>
<tr>
<th>Momentum</th>
<th>HiddenLayer</th>
<th>E-poch</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>0,1</td>
<td>30</td>
<td>10</td>
<td>0,246</td>
</tr>
<tr>
<td>0,1</td>
<td>30</td>
<td>100</td>
<td>0,00987</td>
</tr>
<tr>
<td>0,1</td>
<td>30</td>
<td>1000</td>
<td>0,00475</td>
</tr>
<tr>
<td>0,1</td>
<td>30</td>
<td>10000</td>
<td>0,00143</td>
</tr>
</tbody>
</table>

Based on the results of the comparison of the Epoch in Table 3, which shows the result of MSE backpropagation, it can be said that if the iteration/Epoch is bigger then the value of the error will be smaller because the propagation will be looking for the best value in accordance with the expected target output.

CONCLUSION

The conclusion that can be drawn from this study are:

1. In forecasting using Backpropagation, the best scenario of neuron hidden layer parameter that give the best value is the setup of amount of 30,10000 E-Poch, and the momentum setting of 0.1. During the system running tests, these parameters generate a minimum error value, MSE, of 0.00143.

2. Based on the test results of feedforward and backward propagation process, it shows that iteratively regulated learning algorithm and each parameter input weights as well as hidden bias is interconnected with the other layers.
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